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Introduction 

Socio-economic variables are very often categorical, 
rather than interval scale 
  

logistic regression may be thought of as an approach 
that is similar to that of multiple linear regression, but 
takes into account the fact that the dependent variable 
is categorical.  



Definition of Logistic regression 

Determines the impact of multiple independent 
variables presented together to predict membership of 
one or other of the two dependent variable categories  



Assumptions of logistic regression 

Logistic regression does not assume a linear 
relationship 

 

The dependent variable must be a dichotomy (2 
categories) 

 

The independent variables need not be interval, nor 
normally distributed, nor linearly related, nor of equal 
variance within each group 

 

  



The Logit Transformation 

linear probability model 
 
 

the ratio of the probability 
 
 

the logit or log-odds 

   



The logistic regression equation 

Where: 
p = the probability that a case is in a particular category, 
exp = the base of natural logarithms (approx 2.72), 
a = the constant of the equation and, 
b = the coefficient of the predictor variables  



Logistic Curve  

 



Computer Application  



Computer Application 



Computer Application 



Interpretation of printout  

Table (1.1) Classification table 



Interpretation of printout 

Table 1.3 Variables not in the equation table 



Interpretation of printout 

Table 1.5 Model Summary 



Interpretation of printout 

Table 1.8 Classification table 



Interpretation of printout 

Table 1.9 Variables in the equation 


